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ÅFMIôs new hybrid-kinetic code: 

Vlasiator 

ÅHybrid-Vlasov description 
Å Electrons: Charge-neutralizing 

fluid                               

Å Protons: 6D distribution function 

Å Multi-temperature ion physics 

Å Noise-free 

ÅTargeting global simulations of 

Earthôs magnetoshpere 
Å Fully 6D code - currently running 

global simulations in 5D I 

Å But also: local shock studies, 
simulating electric-sail effect, é 

Vlasiator  



Å Protons: 6D distribution 

function               that advects 

according to the Vlasov 

equation: 

 

 

 

 

Å From f  one can compute 

density, temperature, ... 

 

 

 

 

 

Hybrid -Vlasov  

 Å Hybrid: electrons are a 

massless (ideal) MHD fluid, 

following Maxwellôs equations 

 

 

 

 

 

Å Closed by an Ohmôs law 

 

 

 

 



Challenges 
Å Spatial resolution 
Å Ion-kinetic physics require sufficient real space resolution to be 

resolved, ~ (a few) 100 km 

Å Velocity resolution 
Å  Need to resolve & limit diffusion ~ 30 km/s 

Å Time 
Å Strong B close to Earth inner boundary => Large acceleration and 

high wave velocities (whistler, Alfvén) leading to short timesteps 

 
Key solutions 
1. Minimize number of phase space cells 
2. Accurate solvers with large  dt 
3. Efficient implementation ï scalability and computational 

throughput  
 
 

Computationally  

challenging  



Å f(r,v) discretized onto 6D 

cartesian mesh, described as 

volume average per cell 

Å 3D real space mesh(r) 
Å Parallelized using MPI (DCCRG) 

Å 3D velocity space mesh (v) 
Å One v-space stored in each 

spatial cell 

Å Comprises blocks of 4 x 4 x 4 
cells 

Å Sparse - only blocks with content 
and their neighbors in 6D exist to 
store space 

Å Single or double precision 

Numerical  method : 

discretization  



26.6.2015 Finnish Meteorological Institute 7 

ÅFieldsolver  
Å Second-order accurate upwind constrained transport method 

[Londrillo and del Zanna 2004] 

Å Fieldsolver 2nd order accurate in time and space (Runge Kutta)  

ÅVlasov solver 
Å This is where ~90% of time is spent 

Å Real space propagation and velocity space  propagation split with 
Strang splitting in two 3D propagations 

 

 

 

Å 2011 ï 2014: 2nd order accurate Finite Volume Method approach 
(Langseth & Leveque 2000). 

Å2014 ï: 5th order accurate conservative Semi-Lagrangian 
scheme  (SLICE-3D Zerroukat 2012) 

Propagation  
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8 Dimensionally split, comprises 3 1D 

sweeps 

1. Compute how the grid moves over 

one timestep (departure grid) 

2. For z,x,y sweep map along 

dimension 
 2.1 Compute intersections of new grid 
with the original  

2.2 Compute 1D polynomial 
reconstruction for each cell 

2.3 Map the value to the departure grid 
by integrating the reconstructed 
polynomial between the intersection 
points 

SLICE -3D  
z 

x 

Departure grid   

Initial  grid  

Propagation in r- and 

v-space are pure 

Euclidian transforms 

ï computation of 

intersections very 

easy 



Å Vlasiator supports1D reconstructions 
Å PLM: Piecewise Linear Method  

 

Å PPM: Piecewice Parabolic Method 

 

Å PQM: Piecewice Quartic Method 

 

 

1D reconstructions  



Å PQM (White et al. 2008) 

ÅPiecewice polynomials of order 4 

 

ÅFive constraints used to determine a 
Å1. Conservative, integral over cell equals 

mass 

Å2 - 5: At cell edges the Rj matches edge 
values and slopes 

ÅEdge values and slopes estimated 
with 8th and 6th order explicit 
estimates ï compact stencil 

ÅLimited to make sure the 
reconstruction is bounded and 
monotonic 

 

1D reconstructions  



Diffusion  

Singel Maxwellian with T=500kK 

Temperature after 10 gyroperiods, in total 3600 steps 

    (km/s) 



Magnetosphere  test  

T Density Å2nd order FVM 

solver 

Ådx = 850 km 

Ådv = 20 km/s 

Åsize = 900 x 450 

ÅRun in 2013 and 

consumed a few 

million CPUh 


